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Abstract The most fundamental results of information theory are Shannon’s the-
orems. These theorems express the bounds for (1) reliable data compression and
(2) data transmission over a noisy channel. Their proofs are non-trivial but are rarely
detailed, even in the introductory literature. This lack of formal foundations is all the
more unfortunate that crucial results in computer security rely solely on information
theory: this is the so-called “unconditional security”. In this article, we report on the
formalization of a library for information theory in the SSREFLECT extension of the
Coq proof-assistant. In particular, we produce the first formal proofs of the source
coding theorem, that introduces the entropy as the bound for lossless compression,
and of the channel coding theorem, that introduces the capacity as the bound for
reliable communication over a noisy channel.
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This article is a revised and extended version of a conference paper [1].

This work was essentially carried out when the second and third author were affiliated with Research
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