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a b s t r a c t

The aim of this paper is to introduce a new method for the solution of optimal control problems for which
the system is composed by many subsystems whose dynamics are coupled through input–ouput connec-
tions. The proposed approach can be regarded as a generalization of the direct multiple shooting method
and exploits the structure of the problem to achieve a highly parallelizable algorithm. To demonstrate
its effectiveness, the new method is applied to the control of a hydro power plant composed of several
connected reaches.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Manufacturing systems, process plants and networked systems
are often composed by several subsystems. The control of these
systems can be very challenging and this is the reason why a lot
of research has been carried out in this field. Several results had
been achieved in the past decades [9,16] and a revived interest can
be seen in recent years, in particular in the field of hierarchical and
distributed model predictive control [5,14,20,21,23,29] and control
of multi agent systems [4,28]. Most of these works assume that the
deployment of local controllers is necessary to control this kind
of large scale systems. However, the adoption of local controllers
which are coordinated to achieve some global properties comes at
a price. The computation of an optimal value for the inputs requires
a large number of iterations when compared with other methods
which compute the inputs in a centralized way.

When the use of local controllers is not imposed by design con-
straints, a centralized controller can be still a viable alternative. A
straight implementation of standard control methods could not be
applicable due to computational complexity and poor maintain-
ability. To solve this problem it is necessary to exploit the problem
structure to achieve a numerically efficient method [13,30]. When
designing a method for large scale systems it is important to keep
in mind the architecture of the available computers and the possi-
bility to keep model maintenance local. After decades of increasing
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clock speeds of the processors, last years have shown a new trend
where the clock speeds are slowly changing but the number of pro-
cessors available on a single workstation is increasing rapidly. This
fact increases the importance to develop parallelizable algorithms.

An effective method to solve nonlinear optimal control prob-
lems with continuous time dynamics is the direct multiple shooting
method [3]. This method divides the control horizon into intervals
on which the control inputs are parametrized. A standard nonlinear
programming problem is obtained by including in the formulation
the value of the states only at the start of each time interval. Integra-
tors are used to take care of the continuous-time dynamics between
these points. The optimization problem can then be solved using
nonlinear programming methods as sequential quadratic program-
ming (SQP). When applied to multiple shooting, SQP requires the
calculation of many derivatives. In practical applications, this con-
stitutes a large amount of the computation time.

Contribution: In this paper we introduce an extension of multi-
ple shooting for optimal control problems which considers several
subsystems coupled through input–output connections. The struc-
ture is exploited to distribute the computational load required by
the integration of the subsystems. This is achieved by representing
the coupling variables as a linear combination of basis functions.
The new method is called multiple shooting for distributed systems
(MSD) and shows the following advantages:

• The algorithm is highly parallelizable.
• Different integrators can be used for the subsystems – this is a

very useful property when dealing with multiphysics systems.
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