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a b s t r a c t

This paper deals with the construction of a numerical solution of random initial value
problems by means of a random improved Euler method. Conditions for the mean square
convergence of the proposed method are established. Finally, an illustrative example is
included in which the main statistics properties such as the mean and the variance of the
stochastic approximation solution process are given.
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1. Introduction

Randomdifferential equations are powerful tools tomodel problems involving rates of changes of quantities representing
variables under uncertainties or randomness, [1–3]. Many of these models are based on random differential equations of
the form

Ẋ(t) = F(X(t), t), t0 ≤ t ≤ te, X(t0) = X0, (1.1)

whereX0 is a randomvector and both the unknown,X(t), and the right-hand side, F(X(t), t), are vector stochastic processes.
Reliable numerical solutions for problem (1.1) have been studied recently in [4–6]. In this paper, we present a random
improved Eulermethod andwe establish itsmean square convergence in the fixed station sense. The proof of its convergence
can be straightforwardly adapted to the extension of the random framework of others cases such as the so-called modified
Euler and Runge–Kutta schemes [7], taking advantage of the approach presented here; comments are added about this issue.
Apart from studying random improved Euler scheme in order to obtain approximations of the solution stochastic process,
we are also interested in providing approximations of the average and variance functions of the solution because they reveal
important information about the statistical behavior of the solution.

This paper is organized as follows. Section 2 deals with some preliminary definitions, results, notation and examples that
clarify the presentation of the paper. Section 3 is addressed to the analysis of themean square convergence of the numerical
schemes presented. An illustrative example is included in the last section.

2. Preliminaries

This section deals with some preliminary notation, results and examples that will clarify the presentation of the main
results of this paper. Let (Ω, F , P) be a probability space. In the following, we are interested in second-order real random
variables (2-r.v.’s), Y : Ω → R, having a density probability function, fY (y), such that E
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