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a b s t r a c t

Feature-based validation techniques for dynamic system models could be unreliable for

nonlinear, stochastic, and transient dynamic behavior, where the time series is usually

non-stationary. This paper presents a wavelet spectral analysis approach to validate a

computational model for a dynamic system. Continuous wavelet transform is

performed on the time series data for both model prediction and experimental

observation using a Morlet wavelet function. The wavelet cross-spectrum is calculated

for the two sets of data to construct a time–frequency phase difference map. The

Box-plot, an exploratory data analysis technique, is applied to interpret the phase

difference for validation purposes. In addition, wavelet time–frequency coherence is

calculated using the locally and globally smoothed wavelet power spectra of the two

data sets. Significance tests are performed to quantitatively verify whether the wavelet

time-varying coherence is significant at a specific time and frequency point, considering

uncertainties in both predicted and observed time series data. The proposed wavelet

spectrum analysis approach is illustrated with a dynamics validation challenge problem

developed at the Sandia National Laboratories. A comparison study is conducted to

demonstrate the advantages of the proposed methodologies over classical frequency-

independent cross-correlation analysis and time-independent cross-coherence analysis

for the validation of dynamic systems.
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1. Motivation

Systematic model validation needs quantitative methods to compare model prediction with experimental observations,
both under uncertainty, and to quantify the confidence in model predictive capability. During the past decade,
fundamental concepts and methodologies for the validation of large-scale computational models and numerical
simulations have been studied by organizations such as the United States Department of Defense [1], American Institute
of Aeronautics and Astronautics [2], Advanced Simulation and Computing (ASC) program of the United Sates Department
of Energy [3], and American Society of Mechanical Engineers (ASME PTC#60 [4]). Detailed discussion of model verification
and validation concepts and methods can also be found in the literature (see e.g., [5–24]).

Within the context of model validation, decisions need to be made to accept or reject the model with certain
preferences, based upon available information and prior knowledge. In order to minimize the decision error and enhance
the validation accuracy, all available data and information as well as the corresponding uncertainty should be taken into
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