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Abstract Topic models are a useful and ubiquitous tool for understanding large corpora.
However, topic models are not perfect, and for many users in computational social sci-
ence, digital humanities, and information studies—who are not machine learning experts—
existing models and frameworks are often a “take it or leave it” proposition. This paper
presents a mechanism for giving users a voice by encoding users’ feedback to topic models
as correlations between words into a topic model. This framework, interactive topic mod-
eling (ITM), allows untrained users to encode their feedback easily and iteratively into the
topic models. Because latency in interactive systems is crucial, we develop more efficient
inference algorithms for tree-based topic models. We validate the framework both with sim-
ulated and real users.
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