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Abstract Most of the multi-label classification (MLC) methods proposed in recent years
intended to exploit, in one way or the other, dependencies between the class labels. Compar-
ing to simple binary relevance learning as a baseline, any gain in performance is normally
explained by the fact that this method is ignoring such dependencies. Without questioning
the correctness of such studies, one has to admit that a blanket explanation of that kind is
hiding many subtle details, and indeed, the underlying mechanisms and true reasons for
the improvements reported in experimental studies are rarely laid bare. Rather than propos-
ing yet another MLC algorithm, the aim of this paper is to elaborate more closely on the
idea of exploiting label dependence, thereby contributing to a better understanding of MLC.
Adopting a statistical perspective, we claim that two types of label dependence should be
distinguished, namely conditional and marginal dependence. Subsequently, we present three
scenarios in which the exploitation of one of these types of dependence may boost the pre-
dictive performance of a classifier. In this regard, a close connection with loss minimization
is established, showing that the benefit of exploiting label dependence does also depend on
the type of loss to be minimized. Concrete theoretical results are presented for two repre-
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