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Abstract In this study, the computational properties of a kernel-based least-squares density-
ratio estimator are investigated from the viewpoint of condition numbers. The condition
number of the Hessian matrix of the loss function is closely related to the convergence rate
of optimization and the numerical stability. We use smoothed analysis techniques and the-
oretically demonstrate that the kernel least-squares method has a smaller condition number
than other M-estimators. This implies that the kernel least-squares method has desirable
computational properties. In addition, an alternate formulation of the kernel least-squares
estimator that possesses an even smaller condition number is presented. The validity of the
theoretical analysis is verified through numerical experiments.
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1 Introduction

In this section, we introduce background materials of our target problem addressed in this
study.
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