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Abstract A multi-class classifier based on the Bradley-Terry model predicts the multi-class
label of an input by combining the outputs from multiple binary classifiers, where the com-
bination should be a priori designed as a code word matrix. The code word matrix was
originally designed to consist of +1 and −1 codes, and was later extended into deal with
ternary code {+1,0,−1}, that is, allowing 0 codes. This extension has seemed to work ef-
fectively but, in fact, contains a problem: a binary classifier forcibly categorizes examples
with 0 codes into either +1 or −1, but this forcible decision makes the prediction of the
multi-class label obscure. In this article, we propose a Boosting algorithm that deals with
three categories by allowing a ‘don’t care’ category corresponding to 0 codes, and present
a modified decoding method called a ‘ternary’ Bradley-Terry model. In addition, we pro-
pose a couple of fast decoding schemes that reduce the heavy computation by the existing
Bradley-Terry model-based decoding.
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1 Introduction

Development of classification methods is one of the major research topics in the fields of
machine learning and pattern recognition (Hastie et al. 2001). While methods for binary
classification, such as classical linear discriminant analysis (LDA), support vector machine
(SVM) (Vapnik 1995) and AdaBoost (Freund and Schapire 1997), are well established,
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