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Abstract We present a novel method for recovering the
3D structure and scene flow from calibrated multi-view se-
quences. We propose a 3D point cloud parametrization of
the 3D structure and scene flow that allows us to directly es-
timate the desired unknowns. A unified global energy func-
tional is proposed to incorporate the information from the
available sequences and simultaneously recover both depth
and scene flow. The functional enforces multi-view geomet-
ric consistency and imposes brightness constancy and piece-
wise smoothness assumptions directly on the 3D unknowns.
It inherently handles the challenges of discontinuities, oc-
clusions, and large displacements. The main contribution of
this work is the fusion of a 3D representation and an ad-
vanced variational framework that directly uses the available
multi-view information. This formulation allows us to ad-
vantageously bind the 3D unknowns in time and space. Dif-
ferent from optical flow and disparity, the proposed method
results in a nonlinear mapping between the images’ coor-
dinates, thus giving rise to additional challenges in the op-
timization process. Our experiments on real and synthetic
data demonstrate that the proposed method successfully re-
covers the 3D structure and scene flow despite the compli-
cated nonconvex optimization problem.
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1 Introduction

The structure and motion of objects in a 3D space is an
important characteristic of dynamic scenes. Reliable 3D
motion maps can be utilized in many applications, such
as surveillance, tracking, dynamic 3D scene analysis, au-
tonomous robot navigation, 3D display devices, or virtual
reality. In the last decade, an emerging field of research has
addressed the problem of scene flow computation. Scene
flow is defined as a dense 3D motion field of a nonrigid 3D
scene (Vedula et al. 1999). It follows directly from this def-
inition that 3D surface recovery must be an essential part
of any scene flow algorithm, unless it is given a priori. Our
objective is to simultaneously compute the 3D structure and
scene flow from a multi-camera system. The system consists
of N calibrated and synchronized cameras with overlapping
fields of view. A unified variational framework is proposed
to incorporate the information from the available sequences
and simultaneously recover both depth and scene flow. To
describe our method, we next elaborate on the parametriza-
tion of the problem, the integration of the spatial and tem-
poral information from the set of sequences, and the setting
of a global energy functional together with the variational
framework used for solving it.

Most existing methods for scene flow and surface esti-
mation parameterize the problem in 2D rather than 3D (e.g.,
Zhang and Kambhamettu 2000, 2001; Vedula et al. 2005;
Isard and MacCormick 2006; Min and Sohn 2006; Huguet
and Devernay 2007; Wedel et al. 2008; Li and Sclaroff 2008;
Pock et al. 2008). That is, they compute disparity (stereo),
which is the projection of the desired 3D shape, and the opti-
cal flow, which is the projection of the 3D motion (Fig. 1b).
The relation between the scene flow and its projection is pre-
sented in Fig. 1a. Assuming that reliable and consistent so-
lutions of both stereo and optical flow are given, the scene

mailto:talib@eng.tau.ac.il

