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Abstract When sampling minimal subsets for robust para-
meter estimation, it is commonly known that obtaining an
all-inlier minimal subset is not sufficient; the points therein
should also have a large spatial extent. This paper investi-
gates a theoretical basis behind this principle, based on a little
known result which expresses the least squares regression as
a weighted linear combination of all possible minimal subset
estimates. It turns out that the weight of a minimal subset esti-
mate is directly related to the span of the associated points.
We then derive an analogous result for total least squares
which, unlike ordinary least squares, corrects for errors in
both dependent and independent variables. We establish the
relevance of our result to computer vision by relating total
least squares to geometric estimation techniques. As prac-
tical contributions, we elaborate why naive distance-based
sampling fails as a strategy to maximise the span of all-inlier
minimal subsets produced. In addition we propose a novel
method which, unlike previous methods, can consciously tar-
get all-inlier minimal subsets with large spans.
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1 Introduction

One of the earliest recorded usage of minimal subsets in
statistical estimation occurred in 1755, when Boscovich
attempted to determine the meridian arc near Rome from
five measurements (Stigler 2000). He solved for the two
unknowns of the arc using all ten possible pairings of the data.
Two of the pairs were ignored for yielding what Boscovich
considered to be unusual outcomes, and the remaining esti-
mates were simply averaged for his final result. Boscovich’s
work predated Gauss’s paper on least squares (published
1809), but did not gain traction due to a lack of analytical
basis.

Presently however, the usage of minimal subsets has
become an integral part of robust parameter estimation, espe-
cially in computer vision for the estimation of multiple view
geometry from noisy images (Hartley and Zisserman 2004).
This stems from the fact that many robust criteria (e.g., least
median squares Rousseeuw and Leroy 1987, maximum con-
sensus Fischler and Bolles 1981) do not have closed form
solutions. Also, many geometric models of interest (e.g.,
fundamental matrix) have a large number of parameters, thus
sampling and testing model hypotheses from minimal subsets
is often the only way to obtain good solutions in reasonable
time.

Intuitively, drawing an all-inlier minimal subset is not
sufficient to guarantee a reasonably good model hypothe-
sis; the inliers therein should also have a large span. To
illustrate this notion, consider the problem of line fitting
on the 2D data in Fig. 1, where the data has been gener-
ated without outliers for simplicity. Two particular choices
of (all-inlier) minimal subsets are highlighted; clearly Set
A yields a better estimate than Set B, as can be veri-
fied by a suitable goodness-of-fit function (e.g., Fischler
and Bolles 1981; Rousseeuw and Leroy 1987). It is also
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