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Abstract Computer vision is full of problems elegantly ex-
pressed in terms of energy minimization. We characterize a
class of energies with hierarchical costs and propose a novel
hierarchical fusion algorithm. Hierarchical costs are natural
for modeling an array of difficult problems. For example,
in semantic segmentation one could rule out unlikely object
combinations via hierarchical context. In geometric model
estimation, one could penalize the number of unique model
families in a solution, not just the number of models—a kind
of hierarchical MDL criterion. Hierarchical fusion uses the
well-known α-expansion algorithm as a subroutine, and of-
fers a much better approximation bound in important cases.
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1 Introduction

Energy minimization is of strong practical and theoretical
importance to computer vision. An energy expresses our cri-
teria for a good solution—low energies are good, high ener-
gies are bad—independent of any algorithm. Algorithms are
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however hugely important in practice. Even for low-level vi-
sion problems we are confronted by energies that are com-
putationally hard (often NP-hard) to minimize. As a con-
sequence, a significant portion of computer vision research
is dedicated to identifying energies that are useful and yet
reasonably tractable. Our work is of precisely this nature.

Computer vision is full of ‘labeling’ problems cast as en-
ergy minimization. For example, the data to be labeled could
be pixels, interest points, point correspondences, or mesh
data such as from a range scanner. Depending on the ap-
plication, the labels could be either semantic (object classes,
types of tissue) or describe geometry/appearance (depth, ori-
entation, shape, texture).

There are many labeling problems for which the la-
bels naturally form groups. In computer vision, a recent
trend is the use of ‘context’ to resolve ambiguities in ob-
ject recognition (e.g. Choi et al. 2010; Ladický et al. 2010a;
Zhou et al. 2011). The idea is that certain groups of la-
bels are self-consistent because they tend to appear together,
e.g. the {car, road, sky} labels all belong to the “outdoors”
context, while {table, chair,wall} all belong to the “in-
doors” context. In computer graphics, one may wish to au-
tomatically classify the faces of a 3D mesh into seman-
tic parts for the benefit of artists and animators (Kaloger-
akis et al. 2010). The part labels arm, tail, and wheel natu-
rally belong to different groups based on their context (hu-
manoid, quadruped, vehicle). In operations research, facility
location can be cast as a labeling problem, and hierarchi-
cal variants have been studied (Svitkina and Tardos 2006;
Sahin and Süral 2007). All of these disparate labeling prob-
lems are similar from an optimization point of view.

When labels are explicitly grouped in a hierarchy, the
costs in the energy are naturally structured. In this work, we
characterize a class of energies as having hierarchical costs.
If an energy satisfies our “h-metric” and “h-subset” condi-
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