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Abstract Images usually contain multiple objects that are
semantically related to one another. Mapping from low-level
visual features to mutually dependent high-level semantics
can be formulated as a structured prediction problem. Cur-
rent statistical models for structured prediction make simpli-
fying assumptions about the underlying output graph struc-
ture, such as assuming a low-order Markov chain, because
exact inference becomes intractable as the tree-width of the
underlying graph increases. Approximate inference algo-
rithms, on the other hand, force one to trade off representa-
tional power with computational efficiency. In this paper, we
present large margin sigmoid belief networks (LMSBNs) for
structured prediction in images. LMSBNs allow a very fast
inference algorithm for arbitrary graph structures that runs
in polynomial time with high probability. This probability
is data-distribution dependent and is maximized in learning.
The new approach overcomes the representation-efficiency
trade-off in previous models and allows fast structured pre-
diction with complicated graph structures. We present re-
sults from applying a fully connected model to semantic im-
age annotation, image retrieval and optical character recog-
nition (OCR) problems, and demonstrate that the proposed
approach can yield significant performance gains over cur-
rent state-of-the-art methods.
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1 Introduction

Structured prediction is an important machine learning prob-
lem that occurs in many different fields, e.g., natural lan-
guage processing, protein structure prediction and semantic
image annotation. The goal is to learn a function that maps
an input vector X to an output Y, where Y is a vector rep-
resenting output labels whose components take on the value
+1 or −1 (presence or absence of the corresponding label).1

The traditional approach to such classification problems is
to train a set of binary classifiers independently. Structured
prediction on the other hand also considers the relationships
among the output variables Y. For example, in the image
annotation problem, an entire image or parts of an image
are annotated with labels representing an object, a scene or
an event involving multiple objects (Carneiro et al. 2007).
These labels are usually dependent on each other, e.g., build-
ings and beaches occur under the sky, a truck is a type of
automotive, and sunsets are more likely to co-occur with
beaches, sky, and trees (Fig. 1). Such relations capture the
semantics among the labels and play an important role in
human cognition. A major advantage of structured predic-
tion is that the structured representation of the output can be
much more compact than an unstructured classifier, result-
ing in smaller sample complexity and greater generalization
(Bengio et al. 2007).

Extending traditional classification techniques to struc-
tured prediction is difficult because of the potentially com-
plicated inter-dependencies that may exist among the output
variables. The problem can be modelled using a probabilis-
tic graphical model, but it is well-known that exact infer-
ence over a general graph is NP-hard. Therefore, practical

1Structured prediction problems can involve continuous variables. In
this paper, we focus only on discrete output variables.
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