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Abstract While video-based activity analysis and recogni-
tion has received much attention, a large body of existing
work deals with activities of a single subject. Modeling and
recognition of coordinated multi-subject activities, or group
activities, present in a variety of applications such as surveil-
lance, sports, and biological monitoring records, etc., is the
main objective of this paper. Unlike earlier attempts which
model the complex spatial temporal constraints among mul-
tiple subjects with a parametric Bayesian network, we pro-
pose a compact and discriminative descriptor referred to as
the Temporal Interaction Matrix for representing a coordi-
nated group motion pattern. Moreover, we characterize the
space of the Temporal Interaction Matrices using the Dis-
criminative Temporal Interaction Manifold (DTIM), and use
it as a framework within which we develop a data-driven
strategy to characterize the group motion pattern without
employing specific domain knowledge. In particular, we es-
tablish probability densities on the DTIM for compactly de-
scribing the statistical properties of the coordinations and
interactions among multiple subjects in a group activity. For
each class of group activity, we learn a multi-modal den-
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sity function on the DTIM. A Maximum a Posteriori (MAP)
classifier on the manifold is then designed for recognizing
new activities. In addition, we have extended this model to
one with which we can explicitly distinguish the participants
from non-participants. We demonstrate how the framework
can be applied to motions represented by point trajectories
as well as articulated human actions represented by images.
Experiments on both cases show the effectiveness of the pro-
posed approach.
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1 Introduction

In this work we model and recognize interactive group ac-
tivities involving multiple subjects from videos. Human ac-
tivity analysis and classification has been a research focus
of computer vision community for over two decades (Moes-
lund et al. 2006) and is receiving continuous attention in re-
cent years (Aggarwal and Ryoo 2011; Poppe 2010). How-
ever, the majority of previous and ongoing work has fo-
cused on activities involving a single subject, where the
motion and dynamics of an individual subject are investi-
gated. Activities of multiple subjects exist widely in surveil-
lance, sports, and biological observation records, etc., and
consequently modeling and analysis of multi-subject activi-
ties will be useful in these applications. Although the multi-
subject tracking problem has been extensively studied (Yil-
maz et al. 2000), less attention has been paid to recognize the
tracked motion pattern of a whole group and detect the activ-
ity by distinguishing its participants from irrelevant moving
subjects.

Limited initial attempts considered simple scenarios,
where the individuals in a group undergo a structurally fixed
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