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Abstract We propose a novel distributed algorithm for the
minimum cut problem. Motivated by applications like vol-
umetric segmentation in computer vision, we aim at solv-
ing large sparse problems. When the problem does not fully
fit in the memory, we need to either process it by parts,
looking at one part at a time, or distribute across several
computers. Many MINCUT/MAXFLOW algorithms are de-
signed for the shared memory architecture and do not scale
to this setting. We consider algorithms that work on dis-
joint regions of the problem and exchange messages be-
tween the regions. We show that the region push-relabel al-
gorithm of Delong and Boykov (A scalable graph-cut algo-
rithm for N-D grids, in CVPR, 2008) uses Θ(n2) rounds of
message exchange, where n is the number of vertices. Our
new algorithm performs path augmentations inside the re-
gions and push-relabel style updates between the regions. It
uses asymptotically less message exchanges, O(B2), where
B is the set of boundary vertices. The sequential and parallel
versions of our algorithm are competitive with the state-of-
the-art in the shared memory model. By achieving a lower
amount of message exchanges (even asymptotically lower in
our synthetic experiments), they suit better for solving large
problems using a disk storage or a distributed system.
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1 Introduction

Minimum s–t cut (MINCUT) is a classical combinatorial
problem with applications in many areas of science and
engineering. This research was motivated by the wide use
of MINCUT/MAXFLOW problems in computer vision, where
large sparse instances need to be solved. We start by a more
detailed overview of models and optimization techniques in
vision, where the MINCUT problem is employed and give
examples of our test problems.

1.1 MINCUT in Computer Vision

In some cases, an applied problem is formulated directly
as a MINCUT. More often, however, MINCUT problems in
computer vision originate from the Energy minimization
framework (maximum a posteriori solution in a Markov
random field model). Submodular Energy minimization
problems completely reduce to MINCUT (Ishikawa 2003;
Schlesinger and Flach 2006). When the energy minimization
is intractable, MINCUT is employed in relaxation and local
search methods. The linear relaxation of pairwise Energy
minimization with 0-1 variables reduces to MINCUT (Boros
et al. 1991; Kolmogorov and Rother 2007) as well as the
relaxation of problems reformulated in 0-1 variables (Kohli
et al. 2008). Expansion-move, swap-move (Boykov et al.
1999) and fusion-move (Lempitsky et al. 2010) algorithms
formulate a local improvement step as a MINCUT problem.

Many applications of MINCUT in computer vision use
graphs of a regular structure, with vertices arranged into
an N -D grid and edges uniformly repeated, e.g., 3D seg-
mentation models illustrated in Fig. 1(c), 3D reconstruc-
tion models, Fig. 1(b). Because of such regular structure,
the graph itself need not be stored in the memory, only
the edge capacities, allowing relatively large instances to be
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