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Abstract Until recently, the lack of ground truth data has
hindered the application of discriminative structured predic-
tion techniques to the stereo problem. In this paper we use
ground truth data sets that we have recently constructed to
explore different model structures and parameter learning
techniques. To estimate parameters in Markov random fields
(MRFs) via maximum likelihood one usually needs to per-
form approximate probabilistic inference. Conditional ran-
dom fields (CRFs) are discriminative versions of traditional
MRFs. We explore a number of novel CRF model structures
including a CRF for stereo matching with an explicit oc-
clusion model. CRFs require expensive inference steps for
each iteration of optimization and inference is particularly
slow when there are many discrete states. We explore belief
propagation, variational message passing and graph cuts as
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inference methods during learning and compare with learn-
ing via pseudolikelihood. To accelerate approximate infer-
ence we have developed a new method called sparse varia-
tional message passing which can reduce inference time by
an order of magnitude with negligible loss in quality. Learn-
ing using sparse variational message passing improves upon
previous approaches using graph cuts and allows efficient
learning over large data sets when energy functions violate
the constraints imposed by graph cuts.
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1 Introduction

In recent years, machine learning methods have been suc-
cessfully applied to a large number of computer vision
problems, including recognition, super-resolution, inpaint-
ing, texture segmentation, denoising, and context labeling.
Stereo vision has remained somewhat of an exception be-
cause of the lack of sufficient training data with ground-
truth disparities. While a few data sets with known dispari-
ties are available, until recently they had been mainly been
used for benchmarking of stereo methods (e.g., Scharstein
and Szeliski 2002). Our earlier work in this line of re-
search (Scharstein and Pal 2007) sought to remedy this sit-
uation by replacing the heuristic cues used in previous ap-
proaches with probabilistic models for structured prediction
derived from learning using real images and ground truth
stereo imagery. To obtain a sufficient amount of training
data, we used the structured-lighting approach of Scharstein
and Szeliski (2003) to construct a database of 30 stereo pairs
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